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Abstract

Principally new method for measurements of steady-state temperature field is suggested. This method is based on the

use of so-called continuously distributed sensors (CDS). The basic CDS function is the measurement of temperature

profile along the sensor length.

The CDS can be manufactured my means of microfilm technologies in the form of a rod, flexible thread, or thin film.

Only three electrical cables are needed for connection of CDS and measuring equipment. Nevertheless, it is possible to

obtain simultaneously the information about temperature profile at several tens space points along the CDS. So, the

CDS is equivalent to several tens of conventional discrete sensors, for example, thermocouples.

The measuring process with the use of CDS can be described by the following scheme. A temperature field acts on

the CDS causing space non-homogeneity of the electrical parameters of thermo-sensitive films. The space distribution

of electrical parameters along CDS can be measured by means of electrical signals of different frequencies. Indeed, the

distance to which the electrical signal penetrates the sensor depends on the frequency. So, the measuring impedance of

the sensor contains information about space distribution of electrical parameters, which are directly related with the

temperature profile.

Restoration of the space distribution of electrical parameters from frequency characteristics of the measuring im-

pedance is non-trivial task. From the mathematical point of view it is inverse problem. Some algorithms for solving of

this inverse problem are developed and are presented in the paper. Numerical simulations demonstrate possibilities to

measure temperature fields by means of CDS.

� 2003 Elsevier Ltd. All rights reserved.
1. Introduction

All the now-existing conventional sensors (thermo-

couples, thermoresistors, . . .) make it possible to mea-
sure only the local, that is, point characteristics of

thermophysical fields. When measuring the spatial

structure of these fields, it is necessary to make use of a

set of ‘‘discrete sensors’’ installed in the object. Con-
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ventional methods lead to a significant sophistication of

measuring equipment and to large material expendi-

tures. Indeed a large number of sensors require a cor-

responding number of measuring channels and very

important length of cables (tens and hundreds meters)

for connection of sensors and measuring equipment.

Another problem is the assembly and maintenance of

the measuring system.

A principally new approach to the problem is related

with the continuously distributed sensors (CDS). The

main principles of CDS are presented in this article. The

basic CDS function is the measurement of steady-state

temperature field along the sensor length. Information
ed.
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Nomenclature

C electrical capacitance per unit length (Fm�1)

C0 electrical capacitance per unit length at

T ¼ T0 (Fm�1)

G Green function

I complex amplitude of current at the arbi-

trary point x
IS complex amplitude of input current at x ¼ 0
j imaginary unit¼

ffiffiffiffiffiffiffi
�1

p

kR, kC temperature sensitivity coefficients of longi-

tudinal resistance and capacitance

(Xm�1 K�1, Fm�1 K�1)

l length of the sensor

lx effective distance of penetration of the

sounding signal

Dl spatial step of the measurement

m total number of elementary links in CDS

electrical model

n number of iterations

N number of discrete sensors

Nx number of steps on the numerical grid in

space domain

Nx number of steps on the numerical grid in

frequency domain

p complex frequency¼ jx, (rad s�1)
R longitudinal resistance of the sensor per unit

length (Xm�1)

R0 longitudinal resistance of the sensor per unit

length at T ¼ T0 (Xm�1)

DR variation of longitudinal resistance

T temperature

T0 temperature of the uniform field

DT temperature variation

U complex amplitude of voltage at the arbi-

trary point x
US complex amplitude of the input voltage at

x ¼ 0
x longitudinal coordinate along the sensor

Dx spatial step¼ l=ðNx � 1Þ
Y admittance at the arbitrary point x along the

sensor length (S)

Yl admittance of the external load at the right

end of the sensor (S)

YS measuring admittance of the sensor, corre-

sponds to the admittance at x ¼ 0 (S)
y0 cross conductivity per unit length (Sm�1)

Dy0 variation of cross conduction (Sm�1)

yr cross conductivity of non-ideal dielectric

material per unit length (leakage yr ¼ 1=ry
conductivity) (Sm�1)

Z impedance at the arbitrary point x along the
sensor length (X)

ZS measuring impedance of the sensor, corre-

sponds to the impedance at x ¼ 0 (X)

Dimensionless group

R longitudinal resistance, R=R0
T temperature, T=T0
�xx longitudinal coordinate along the sensor,

x=l
Y input admittance, YR0l
�yy0 cross conductivity, y0R0l2

�xx frequency, xR0C0Dx2

Greek symbols

aT regularization parameter

d small perturbation or variation

eR error of the right-hand side of the Fred-

holm’s equation

eS mean-square measuring error

emax maximum error of the restoration

eres mean-square error of the restoration

x frequency (rad s�1)

xmax maximum frequency

xmin minimum frequency

Dx frequency step
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which can be obtained by means of the CDS is equiva-

lent to several tens of conventional discrete sensors.

Furthermore, CDS extend significantly the scope of the

thermophysical measurements.

The CDS can be manufactured in the form of a rod,

flexible thread, or thin film. The employment of modern

microfilm technologies makes it possible to realize CDS

on the basis of distributed electrical resistive–capacitive

(RC) filmy structures, distributed semiconducting diode

structures [1] and also distributed electrochemical

structures [2–4]. For connecting of CDS with measuring

equipment only three cables are needed. So, it is possible

to simplify significantly the assembly and maintenance
of measuring systems. Another important advantage

is the decreasing of a number of measuring channels.

In principle, for CDS only one measuring channel is

needed.

A simplicity of the measuring system on the basis of

CDS is achieved by use rather sophisticated data treat-

ment. The development of the appropriative algorithms

of data treatment for CDS is the main goal of the paper.

The measuring process with the use of CDS can be

described by the following scheme. Temperature field

acts on the CDS causing space non-homogeneity of

the electrical parameters of thermo-sensitive films. The

space distribution of these parameters along CDS can
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be measured by means of electrical signals of different

frequencies. Indeed, the distance to which the electrical

signal penetrates the sensor depends on its frequency.

So, the measuring impedance of the sensor contains in-

formation about space distribution of the electrical pa-

rameters which are directly related with the temperature

profile.

Restoration of the space distribution of the electrical

parameters from frequency characteristics of the mea-

suring impedance is non-trivial task. From the mathe-

matical point of view it is inverse problem [5,6]. The

computational capabilities of the present-day computers

allow realizing rather sophisticated algorithms in real

time. In this way we have developed some numerical

procedures which demonstrate possibilities to measure

temperature field distribution by means of CDS.
2. Principles of CDS design

To simplify the presentation of CDS principles we

consider as an example the case of measurements of one-

dimensional temperature field T ðxÞ at the surface of solid
bodies. Usually the temperature at the solid surfaces is

measured with the aid of contact sensors of temperature,

for example, thermocouples or thermo resistors. For
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(b)
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Fig. 1. Temperature field measurements: (a) temperature profile;

thermocouples; (c) one-dimensional CDS.
measurements of the temperature profile T ðxÞ a set of
‘‘discrete’’ temperature sensors is used.

Let us suppose that for measurements of the tem-

perature field N sensors should be placed with a given
spatial step Dl at the surface of the body (Fig. 1(a) and
(b)). All sensors have a pair of the electric wires. To

connect the sensors electrically to the secondary elec-

tronic equipment, it is necessary to have 2N wires of
corresponding length. If N ¼ 30 and the average dis-
tance from sensors to the measuring system is 10 m, it is

necessary to use 30 amplifying electronic units and ap-

proximately 2N � 10 ¼ 600 m of cables. It might be well
to note the high cost of the measuring system with N
amplifiers, and also the high cost of wiring and system

maintenance. Moreover, the heat leakage along 2N wires
can distort significantly the temperature measured. This

problem becomes very important for microsystems.

In this paper a new method for temperature field

measurements is proposed. The method is based on use

of the so-called ‘‘CDS’’ (Fig. 1(c)) that is equivalent to N
conventional ‘‘discrete’’ sensors (Fig. 1(b)). There are

two possibilities for connection of CDS and measuring

equipment (Fig. 2). When CDS is connected from one

of its ends, only two cables are required. For the con-

nection from both ends (x ¼ 0; x ¼ l), three cables are
needed.
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(b) conventional discretely distributed sensors, for example,
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Fig. 2. Design of one-dimensional CDS on the basis of microfilm technologies: (a) multi-layers microfilm structures; (b) equivalent

electrical model of CDS.
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In this paper only one possible type of CDS will be

considered. This sensor can be fabricated on the basis of

modern microfilm technologies as a multi-layers RC

structure. Concrete design of the thin-film three-layers

structure is presented in Fig. 2. The sensor is formed by

the upper resistive thermo-sensitive film, by the middle

layer of dielectric, and by the lower metallic film that

plays the role of a common electrode. As the support for

this three-layers structure a flexible polymeric film can

be used.

The upper thermo-sensitive layer has two electrical

outputs 1,2 for external electrical connections. The lower

layer has two outputs 3,4 which are completely equi-

valent from the electrical point of view (common elec-

trode).

In the real sensor, the thickness of metallic and di-

electric films as well as the thickness of the support is

very small (about 0.1–10 lm). As a result, thermal re-
sistance of the sensor in the normal direction is signifi-

cantly smaller as compared with the thermal resistance

in the longitudinal direction. That is why we assume that

the temperature distribution along the sensor is identical

to the temperature profile T ðxÞ of the examined object.
The measuring process can be described by the fol-

lowing scheme. The temperature field T ðxÞ acts on the
CDS causing a variation of the electrical resistance RðxÞ
of the upper thermo-sensitive film. Let the film sensi-

tivity to the temperature be known:

DR ¼ kRDT ; R ¼ R0ð1þ kRDT Þ; ð1Þ

where kR is the temperature coefficient of the sensitive
film, R0 is the electrical resistance of the film at T ¼ T0
and DT ¼ T � T0. We note that R and R0 are the elec-
trical resistances per unit length.

In view of Eq. (1), the distribution of the electrical

resistance RðxÞ of the thermo-sensitive film will then be
similar to that of the temperature profile:
RðxÞ ¼ R0 þ DRðxÞ ¼ R0½1þ kRDT ðxÞ	; 06 x6 l: ð2Þ

The space distribution of the electrical parameters

along CDS can be measured by means of electrical sig-

nals of different frequencies. To simplify the presenta-

tion, we consider below the case when the sensor is

connected from the one end (x ¼ 0). Let us suppose that
we apply a sinusoidal voltage between connections 1 and

3 (see Fig. 2) and measure the electrical current. In other

words, we measure the electrical impedance ZSðjxÞ of
the sensor in the frequency range xmin6x6xmax:

x ¼ 0 : ZSðjxÞ ¼ Z13ðjxÞ ¼ USðjxÞ=ISðjxÞ; ð3Þ

where USðjxÞ and ISðjxÞ are the complex amplitudes of
the input voltage and current.

The temperature profile T ðxÞ can be found, in ac-
cordance with Eq. (2), if we know a distribution of the

electrical resistance RðxÞ along the sensor length
06 x6 l. The distribution of RðxÞ can be restored from
of the measured impedance ZSðjxÞ. This is the inverse
problem which is related to the class of ill-posed Hada-

mard problems [6,7]. Algorithms for solving the above-

posed inverse problem form the basis of the measuring

procedure with the use of CDS.

The physical sense of the proposed method is as

follows. The distance lx, to which the electrical signal
USðjxÞ penetrates from the left end of the sensor (x ¼ 0)
depends on its frequency x and the electrical parameters
of the films R and C, where C is the electrical capacitance
of the three-layers structure per unit length. The effec-

tive distance of penetration is proportional to lx 

ðxRCÞ�1=2 and increases as the frequency decreases.
Thus, it is possible to restore RðxÞ distribution by using
ZSðjxÞ data and by solving the inverse problem. The
concrete algorithms of solving the inverse problem are

discussed in the next paragraphs.
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3. Mathematical model of CDS

Fig. 3(b) presents the generalized electrical model of

CDS in the form of cascade connection of elementary

components. The infinitesimal section of the sensor, dx,
is modeled by longitudinal resistance of the upper

thermo-sensitive film RðxÞ and by the cross conductivity
y0ðx; pÞ, where p ¼ jx is the complex frequency. The
cross conductivity y0 is presented as a sum of the elec-
trical capacitance of the dielectric material, pC, and the
conductivity of a leakage, yr ¼ 1=ry, due to non-ideality
of the dielectric material (Fig. 3(c)):

y0ðx; pÞ ¼ pCðxÞ þ yrðxÞ: ð4Þ

The electrical capacitance and the leakage conduc-

tivity depend on the temperature. So, the dependence of

these parameters on the coordinate x appears in Eq. (4).
Small variations of the temperature field DT ðxÞ cause
small variations of the cross conductivity Dy0ðx; pÞ. As a
result:

Dy0ðx; pÞ ¼ pkCDT ðxÞ þ kyDT ðxÞ
¼ ðpkC þ kyÞDT ðxÞ: ð5Þ

Coefficient kC and ky characterize temperature sensitivity
of the electrical capacitance and the leakage conductiv-

ity. Fig. 3(a) presents the qualitative example of the

temperature field distribution, T ðxÞ, and corresponding
profiles RðxÞ, CðxÞ, and ryðxÞ. In the general case, these
temperature coefficients may have different signs.

Let us obtain the governing equations for the math-

ematical model of CDS. The gradient of potential and

the gradient of current along the sensor are given by

differential Ohm law:
Us ( jω) 

T(x

I(x,jω) Is( jω) 

0

R 3

Temperatur
profile 

(b) 

1

(a) 

(c) y0 ryC 

x x+

Fig. 3. Generalised electrical model of CDS: (a) temperature profile an

of CDS; (b) scheme of electrical connection of CDS; (c) electrical mo
� dU
dx

¼ RðxÞI; ð6Þ

� dI
dx

¼ y0ðx; pÞU : ð7Þ

Replacing the derivative dU=dx in Eq. (6) by means
of Eq. (7), we obtain the equation for the current dis-

tribution IðxÞ:

d2I
dx2

� dðln y0Þ
dx

� dI
dx

� Ry0I ¼ 0; ð8Þ

The dual equation can be obtained for the voltage dis-

tribution UðxÞ:

d2U
dx2

� dðlnRÞ
dx

� dU
dx

� Ry0U ¼ 0; ð9Þ

Let us introduce the notions of the electrical imped-

ance Zðx; pÞ and the admittance Y ðx; pÞ of CDS at the
arbitrary point x as (Fig. 3):

Zðx; pÞ ¼ Uðx; pÞ
Iðx; pÞ ; Y ðx; pÞ ¼ 1

Zðx; pÞ : ð10Þ

For x ¼ 0 the impedance Zðx; pÞ is equal to the mea-
suring impedance of the sensor Zð0; pÞ ¼ ZSðpÞ.Taking
account Eqs. (7) and (10) the following relations can be

obtained:

Zy0 ¼ � 1
I
dI
dx

; and
1

I
d2I
dx2

¼ ðZy0Þ2 �
dðZy0Þ
dx

: ð11Þ

Replacing the derivatives in Eq. (8) by means of rela-

tions (11), we obtain the non-linear differential Riccati’s

equation for the impedance of CDS:
ry(x) 

) 

Y(l)4 

2 

e  

 

C(x) 

R(x) 

dx l x 

y0

d corresponding space distributions of the electrical parameters

del of cross conductivity of CDS.
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dZðx; pÞ
dx

� y0ðx; pÞZ2ðx; pÞ þ RðxÞ ¼ 0: ð12Þ

In the same way it is possible to obtain the Riccati’s

equation for the admittance of CDS:

dY ðx; pÞ
dx

� RðxÞY 2ðx; pÞ þ y0ðx; pÞ ¼ 0: ð13Þ

Two dual equations (12) and (13) present the mathe-

matical model of CDS.
4. Inverse problem statement. Spectral method

In this section, we formulate the mathematical

statement of the inverse problem. The solution of the

inverse problem is necessary for restoration of the tem-

perature profile by means of the sensor impedance (or

admittance) measurements. Since for the restoration of

the temperature profile the frequency signals are used,

we shall call this algorithm the spectral method.

The scheme of measurements is presented in Fig. 3.

In this scheme the external load Yl is connected to the
right end of the sensor, so:

x ¼ l: Y ðl; pÞ ¼ Yl: ð14Þ

Let YSðpÞ be the result of measurements of the CDS
admittance obtained from the left end of the sensor:

x ¼ 0: YSðpÞ ¼ Y ð0; pÞ ¼ ISð0; pÞ
USð0; pÞ

;

xmin6x6xmax: ð15Þ

In this paper the inverse problem is formulated as fol-

lows: based on the measurements of YSðpÞ, it is required
to determine in Eq. (13) either the coefficient RðxÞ
(supposing that y0 ¼ cte) or the coefficient y0ðx; pÞ (sup-
posing that R ¼ cte). Hereinafter the space distribution
T ðxÞ of the temperature field along the sensor length
06 x6 l can be obtained from Eqs. (2) and (5).
It must be recalled that the Riccati’s equations (12)

and (13) are directly related with second-order Sturm–

Liouville ordinary differential equations (8) and (9) in

the spectral domain. Determining of the distributions

y0ðx; pÞ and RðxÞ in these equations relates to the class of
inverse Sturm–Liouville problems [5,8,9]. These prob-

lems have been studied by means of analytical methods

but for rather restricted class of functions (see Gel’fand–

Levitan method [8]). As examples, we can cite the in-

verse problem for telegraph equations for ideal lines

without losses [10] and the inverse problems on propa-

gation of elastic waves in seismology [11]. In these cases

the characteristic wave resistances were the real and

positive functions.
The difficulties of generalization of the analytical

methods for non-ideal mediums with losses are discussed

in [12]. In the case of CDS the losses cannot be omitted

and the cross conductivity y0ðpÞ has a complex structure
(see Eq. (4)). This fact forces one to develop numerical

methods of solving the inverse problems in spectral

domain.

The numerical algorithms for solving the inverse

problems in spectral domain are constructed by using

preliminary Laplace or Fourier transformations of

starting equations [11,13]. The transformed equations

are the ordinary second-order differential equations with

coefficients that are variable along the coordinate x.
These equations can be solved if represented in the form

of integral equations. In this way, there were developed

[13] the algorithms for restoration of the thermal con-

ductivity in the heat conduction equation. In [11], there

was proposed the iterative method of solving the inverse

problem for continuously stratified elastic medium with

respect to the restoration of the coefficient of seismic

wave reflection. In the last paper [11] the non-linear

Riccati’s equation is used for the coefficient of reflection.

In this paper a spectral algorithm is proposed for

solving the inverse problem for CDS. Unlike the well-

known algorithms, the herein-presented approach is

based on the small perturbations method and the lin-

earization of Riccati’s equation. This procedure makes it

possible to reduce the original problem to the equivalent

integral equation with a simply structured kernel. The

solution of the latter equation is introduced in the gen-

eral iterative procedure. In its formulation, the original

inverse problem is ill-posed. That as why, the use of

regularization methods is needed [7].

As a rule, electrical properties of thin dielectrical

films are very sensitive to the temperature. At the same

time, it is possible to fabricate the metallic films with

temperature independent electrical resistance. That is

why in the following paragraphs we have neglected the

temperature dependence of the electrical resistance R in
comparison with the electrical conductivity y0 and have
considered R as a constant. Our goal is related with
restoration of the cross conductivity y0 of the sensor by
means of impedance (admittance) measurements for the

case when R ¼ cte.
5. Iterative algorithm for inverse problem

5.1. Main principles of the algorithm

The main idea of the algorithm is as follows. Small

perturbations dy0ðx; pÞ of the cross conductivity y0ðx; pÞ
with respect to the stationary distribution give rise to

small variations dY ðx; pÞ of CDS admittance Y ðx; pÞ.
This fact makes it possible to linearize the original non-

linear Riccati’s equation (13) with respect to the small
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perturbations dY ðx; pÞ, dyðx; pÞ and to obtain the corre-
sponding linear first-order differential equation. We

obtain then the equivalent Fredholm’s first-kind integral

equation that couples the perturbations of the sensor

admittance dYS ¼ dY ð0; pÞ with that of the conductivity
dy0ðx; pÞ. The so-found solution dy0ðx; pÞ of the integral
equation is introduced in the form of small corrections

into the general iterative procedure

y0ðnþ1Þ ¼ y0nðx; pÞ þ dy0nðx; pÞ;

where n is the iteration index. The iterative procedure is
continued until the difference between the measured and

the calculated admittance of the sensor

dYn ¼ YSðpÞ � Ynð0; pÞ

attains the prescribed small value.

The perturbation method reduces the original inverse

problem to a number of simpler linear problems that can

be solved by means of standard computational proce-

dures.

5.2. Integral equation relating perturbations of the sensor

admittance and the cross conductivity

Let us consider the iterative process:

Ynþ1ðx; pÞ ¼ Ynðx; pÞ þ dYnðx; pÞ; ð16Þ

y0ðnþ1Þðx; pÞ ¼ y0nðx; pÞ þ dy0nðx; pÞ; n ¼ 0; 1; 2; . . . ;
ð17Þ

where n is the iteration index; dY , dy0 are small pertur-
bations of the admittance and the cross conductivity

of CDS, respectively. Substituting in Eq. (13)

Ynðx; pÞ þ dYnðx; pÞ;

y0ðnþ1Þðx; pÞ ¼ y0nðx; pÞ þ dy0nðx; pÞ

and omitting the second-order terms OðdY 2n Þ; we obtain
the non-linear Riccati’s equation for Yn:

dYnðx; pÞ
dx

� RY 2n ðx; pÞ þ y0nðx; pÞ ¼ 0 ð18Þ

and the linear equation for perturbations dYn

ddYnðx; pÞ
dx

� 2RYndYnðx; pÞ þ dy0nðx; pÞ ¼ 0: ð19Þ

The initial conditions on the right end of CDS have the

form:

x ¼ l: Ynðl; pÞ ¼ Yl; dYnðl; pÞ ¼ 0: ð20Þ

Let us obtain the integral equation that is equivalent

to Eq. (19) and that relates the small perturbations of

dy0nðx; pÞ and dYnðx; pÞ. The solution of Eq. (19) with the
initial conditions (20) can be presented in the integral

form:Z l

x
Gðx; x0; pÞdy0nðx0; pÞdx0 ¼ dYnðx; pÞ; ð21Þ

where p ¼ jx is a complex frequency. The kernel G of
this integral equation is given by the Green function [14]:

x < x0: G ¼ Gðx; x0; pÞ ¼ exp �2R
Z x0

x
Yn dx

" #
; ð22Þ

x > x0: G ¼ Gðx0; x; pÞ: ð23Þ

Let

dYnð0; pÞ ¼ YSðpÞ � Ynð0; pÞ ð24Þ

be the difference between the measured value of the

sensor admittance YSðpÞ and its iterative approximation
Ynð0; pÞ. If we take into account Eqs. (22)–(24) the in-
tegral equation (21) can be transformed to the form:Z l

0

exp �2R
Z x0

0

Yn dx

" #
dy0nðx0; pÞdx0

¼ YSðpÞ � Ynð0; pÞ: ð25Þ

Eq. (25) is the integral Fredholm’s equation of the

first kind. Its physical meaning is the following. Local

perturbations of the cross conductivity dy0nðx; pÞ at a
point x of CDS results in variations of the sensor ad-
mittance dYSðpÞ. The ‘‘partial’’ contribution of the local
perturbation dy0nðx; pÞ decreases exponentially in ac-
cordance with the Green function (22) when the distance

x from the left end of the sensor increases.
It is necessary to take into account that in real ap-

plications the right-hand side of Eq. (25) is sensitive to

the accuracy of experimental data. As is known, the

problem of solving the integral Fredholm’s equation of

the first kind (25) is ill-posed [7]. That is why some

regularization procedures, as for example the Tikho-

nov’s method [7,15] should be used. For solving the first

kind Fredholm’s equation, there exists a number of

highly efficient numerical procedures in the form of

standard application programs [15,16] and we have

made use of them.

5.3. Data treatment algorithm for CDS

Data treatment algorithm is based on the relations

(14)–(18), (20), (24), (25), and includes the following

steps:

1. According to Eq. (15), we measure the frequency

characteristic of the sensor admittance YSðpÞ of
CDS in the frequency range xmin6x6xmax;

2. We specify the initial approximation for the space

distribution of the electrical conductivity y00ðx; pÞ;
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3. We solve the Riccati’s equation (13) with the initial

conditions Eq. (20) and we find Ynðx; pÞ. The details
of the solution of the Riccati’s equation are presented

in Appendix A;

4. We solve the integral Fredholm’s equation of the first

kind by means of Tikhonov’s regularization and we

find the distribution dy0nðx; pÞ;
5. If the square of the norm

R l
0
jdy0nj2 dx < e2f , where ef is

the prescribed accuracy, the iterative process is termi-

nated and we pass to the item 6. Otherwise, we find

the next approximation y0ðnþ1Þ ¼ y0n þ dy0n and pass
to the item 3;

6. Based on the so-found space distribution of the cross

conductivity y0mðx; pÞ and Eq. (5), we calculate the
temperature profile T ðxÞ along the sensor.

The above presented algorithm is based on thermal

sensitivity of the cross conductivity y0. If thermal sen-
sitivity of the longitudinal resistance RðxÞ is used in the
measurements the algorithm remains to be valid (for the

case of y0 ¼ const), since Eqs. (12) and (13) are dual. In
this case, we must use the Riccati’s equation (12) for the

impedance Zðx; pÞ, introduce the iterative procedure
using the following relations:

Znþ1ðx; pÞ ¼ Znðx; pÞ þ dZnðx; pÞ;

Rnþ1ðxÞ ¼ Rn þ dRnðxÞ ð26Þ

and substitute dy0n and dYn in other formulas for dRn

and dZn, respectively.
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Fig. 4. Restoration of the ‘‘triangle’’ temperature profile from

the one end of the sensor. The case of CDS with pure capacitive

cross conductivity y0: 1––unknown temperature profile; 2––
initial approximation to temperature profile; 3––restoration

profile after two iterations (n ¼ 2); 4––final restoration profile
(four iterations, n ¼ 4).
6. Numerical simulation of measurements by means of

CDS

6.1. Computational procedure

For estimations of measuring possibilities of CDS

numerical simulations were used. The physical structure

of CDS (Fig. 2(a)) was simulated by the equivalent

electrical scheme (Fig. 3(b)). The restoration of the

temperature field along CDS was done by using the

above-presented data treatment algorithm. Computa-

tional procedure was carried out in accordance with the

steps 1–6 of this algorithm (see Section 5.3).

By means of the dimensionless variables �xx ¼ x=l; �yy0 ¼
y0R0l2; R ¼ R=R0; Y ¼ YR0l; T ¼ T=T0; �xx ¼ xR0C0Dx2,
we can present Eqs. (13) and (14) in the following form:

dY
d�xx

� RY
2 þ �yy0 ¼ 0; 06�xx < 1; ð27Þ

�xx ¼ 1: Y ¼ Y l: ð28Þ

Here R0, C0 are the electrical resistance and capacitance
at a given temperature T0, Dx ¼ l=ðNx � 1Þ. In our sim-
ulations we have accepted that the admittance of the

external load at the right end of the sensor is equal to

zero (Y l ¼ 0). The domain of solution for the integral
equation (25) and the Riccati’s equation (27) was spec-

ified on the uniform spatial-frequency grid Nx 
 Nx, with

Nx ¼ 21 and Nx ¼ 101. The program was written in
Fortran77. For simplicity, the upper horizontal vincu-

lum will be omitted below in this paragraph and in

Figs. 4–7.

The Fredholm’s integral equation (25) of the first

kind was solved by means of the Tikhonov’s method and

by using the standard program TIKH1 from the

monograph [16]. In this program only the initial value of

the regularization parameter aT should be specified.
After the regularization parameter is selected automat-

ically by the algorithm on each step of the iteration

procedure by means of the technique of generalized re-

siduals. In our calculations the initial value of the reg-

ularization parameter aT was specified as:

aT ¼ e2R; eR ¼ eSðxmax � xminÞ1=2; ð29Þ

where eS is the accuracy of the input admittance mea-
surements and eR is the accuracy of the right-hand side
of the Eq. (25). In all calculations, the first-order regu-

larization was used.

The Riccati’s equation (27) was solved numerically

with the use of the BR algorithm [17] (see Appendix A).

Integrating the Riccati’s equation, we found the exact

values of YSðxÞ, i.e., the right-hand side of the integral
equation (25). The measurement noise was simulated

with the aid of the random number generator and was

added to YSðxÞ. The measurement noise was generated
in accordance with the Gaussian law with zero average

value and with the root-mean-square value equal to eS.
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Fig. 5. Restoration of the ‘‘triangle’’ temperature profile from two ends of the sensor. The case of CDS with pure capacitive cross

conductivity y0: 1––unknown temperature profile; 2––initial approximation to temperature profile; 3––restoration profile after two
iterations (n ¼ 2); 4––final restoration profile (five iterations, n ¼ 5).
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Fig. 6. Restoration of the ‘‘triangle’’ temperature profile from

the one end of the sensor. Cross conductivity y0 takes into ac-
count the leakage due to non-ideality of the dielectric material:

1––unknown temperature profile; 2––initial approximation to

temperature profile; 3––restoration profile after two iterations

(n ¼ 2); 4––final restoration profile (five iterations, n ¼ 5).
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Fig. 7. Restoration of the ‘‘triangle’’ temperature profile from

two ends of the sensor. Cross conductivity y0 takes into account
the leakage due to non-ideality of the dielectric material: 1––

unknown temperature profile; 2––initial approximation to

temperature profile; 3––restoration profile after two iterations

(n ¼ 2); 4––final restoration profile (five iterations, n ¼ 5).
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Two types of sounding was used, namely from the

one (left) end of CDS and simultaneously from both

ends. Sounding from both ends of the sensor allows to

improve the accuracy of the method. Indeed, in this case

two temperature profiles were obtained T1ðxÞ, T2ðxÞ, as
the results of measurements from the left and the right

ends of the sensor. The errors of restoration of the

temperature profile increase with the distance, so some

reasonable ‘‘averaging’’ of the obtained profiles T1ðxÞ,
T2ðxÞ can be useful. In this paper we introduce the re-
sulting profile T ðxÞ by using weight multipliers w1 and
w2:

T ðxÞ ¼ w1T1ðxÞ þ w2T2ðxÞ; 06 x6 1; ð30Þ

where:

w1 ¼ �5ðx� 0:6Þ; w2 ¼ þ5ðx� 0:4Þ at 0:46 x6 0:6;

w1 ¼ 1; w2 ¼ 0 at 06 x < 0:4;

w1 ¼ 0; w2 ¼ 1 at 0:46 x6 1:
6.2. Results of numerical experiments

Numerical simulations of measuring possibilities of

CDS were provided for two types of RC structures.

From the mathematical point of view the structure of

CDS is determined by the cross conductivity y0 and by
the electrical resistance R (see Fig. 3 and Eqs. (1)–(5)).
In our simulations we have considered R as a constant.
As for the cross conductivity y0, we have investigated

two cases. At first, we have studied the case of pure

capacitive conduction when the cross conductivity is

equal y0 ¼ pC. Corresponding results are presented in
Figs. 4, 5 and 8. Then cross conductivity of dielectric

material (leakage conductivity) has been taken into ac-

count. For this case the cross conductivity is given by

Eq. (4), the results of numerical simulations are illus-

trated by Figs. 6 and 7.
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Fig. 8. Errors eres and emax of restoration for the ‘‘parabolic’’
temperature profile as a functions of the accuracy of measuring

data eS. The case of CDS with pure capacitive cross conduc-
tivity y0: 1––mean-square error eres for the measurements from
two ends of the sensor; 2––mean-square error eres for the mea-
surements from the one end of the sensor; 3––maximum error

emax for the measurements from two ends of the sensor; 4––
maximum error emax for the measurements from the one end
of the sensor.

338 Yu.K. Evdokimov, S. Martemianov / International Journal of Heat and Mass Transfer 47 (2004) 329–340
In Figs. 4–7 the results are presented of restoration of

the temperature profile which was assigned as a triangle:

T ðxÞ ¼ 4
3
xþ 4
5
; 06 x6 0:3;

T ðxÞ ¼ � 4
7
xþ 48
35

; 0:3 < x6 1:

The input data for restoration of the temperature profile

T ðxÞ are the frequency characteristic of the input ad-
mittance of CDS YSðpiÞ. These data were ‘‘measured’’
with the accuracy of eS ¼ 0:1% for the frequencies
xi ¼ xi�1 þ Dx, where Dx ¼ 1=ðNx � 1Þ, i ¼ 1; . . . ;Nx,

Nx ¼ 101, x0 ¼ 0.
In the Figs. 4 and 6 the results are presented obtained

for the case of measurements from the one (left) end of

the CDS. In the Figs. 5 and 7 the results are given when

the measurements were provided from the both ends

of the sensor with fitting of the temperature profile by

means of Eq. (30).

Figs. 4 and 6 shown that errors of restoration in-

crease with the increasing of the longitudinal coordinate

x and reach the maximum value emax on the right end of
the sensor at x ¼ 1 (5.8% and 7.2%). It can be explained
by the fact that the length of propagation of the

sounding signal is inversely proportional to the square

root of the frequency. That is why, for restoration of the

temperature profile near the left end of the sensor

(x ! 0, ‘‘near zone’’) practically all the frequencies
(0 < x < 1) are used. From the other hand, for the
restoration of the temperature profile near the right end

of the sensor (x ! 1, ‘‘far-off zone’’) information is used
from the law frequency part of the spectra (x ! 0),
only.
When the measuring are realized from two ends of

CDS the errors of the temperature profile restoration

decrease more then at twice. In this case the maximal

error takes place in the middle of CDS.

Restoration of smooth temperature profiles can be

realized with more important accuracy in comparison

with that in a form of a triangle. The maximum emax and
the mean-square errors eres of restoration of the para-
bolic temperature profile:

T ðxÞ ¼ �1:5x2 þ 1:8xþ 0:6

are presented in Fig. 8 as a function of the mean-square

measuring error eS.
Our calculations show that the first 2–3 iterations

provide very fast convergence of restoration results to an

unknown temperature profile. Number of iterations N
after which the calculation process is stopped due to the

regularization procedure decreasing with increasing of

measuring errors eS. For example, during restoration of
the parabolic profile from one end of the sensor the

number of iterations was equal to N ¼ 10, 3, 1 for the
measuring errors equal to eS ¼ 0:1%, 1%, 2%.
7. Conclusions

Numerical experiments demonstrate real possibilities

of constructing CDS on the basis of modern microfilm

technologies. One CDS allows to measure temperature

profile along its length and is equivalent by its functional

possibilities to several tens of conventional temperature

sensors. The main advantage of CDS is very limited

number of cables (2 or 3) for electrical connection and

simplification of measuring electronic devices. Indeed,

for one CDS only one measuring channel is needed. As a

consequence, the total price of measuring system can be

decreased in many times.

Mathematical basis of measuring by means of CDS is

the theory and the algorithms of solving ill-posed inverse

problems. These algorithms require fast computer cal-

culations combined with automated impedance mea-

surements of high accuracy. Physical realization of CDS

is based on the modern microfilm and semiconductor

technologies. Without these mathematical and techno-

logical components which are in explosive development,

is impossible to state and to solve the problems which

are discussed in the present paper.

The algorithms proposed in the paper have been used

in numerical simulations for restoration of the temper-

ature profile in the presence of measuring noise. The

level of measurement noise has been chosen in accor-

dance with possibilities of the modern impedance de-

vices. For law level of the measurement noise (less than

0.1%), the proposed spectral algorithm allows to restore

of the temperature field with 1% accuracy. For moderate
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level of the measuring noise (0.5–2%), the accuracy of

the temperature field restoration becomes about 5–10%.

Nevertheless the numerical algorithm remains stable.
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Appendix A. Algorithm for solving the Riccati’s equation

The non-linear Riccati’s equation should be solved

on the step 3 of the measuring algorithm. Herein we

present the method of numerical solution of this equa-

tion. There exists a number of algorithms for numeric

solution of the Riccati’s equation that are based, as a

rule, on the iteration procedures. One of such methods

makes use of continued fractions [17]. The electric ana-

log of continued fractions are the cascade circuits that

are similar to the electrical model of CDS (Fig. 3(b)).

Let k be the ordinal number of a cascade element
counted from the left end of the sensor. If we denote the

conductivity and the resistance of this cascade element

correspondingly as y0kðxk ; pÞ and Rk , the CDS input

impedance can be represented in the form of the fol-

lowing continued fraction

ZSðpÞ ¼ Zð0; pÞ ¼ 1

YSðpÞ

¼ R1 þ
1

y01 þ
1

R2 þ
1

y02 þ
1

R3 þ 1
y03þ���

: ðA:1Þ

In calculations of continued fractions use is made mainly

of two basic algorithms: the forward recurrence algo-

rithm (FR algorithm) and the backward recurrence al-

gorithm (BR algorithm) [17]. As is shown in [17], the BR

algorithm is more precise as compared with FR algo-

rithm due to smaller number of operations of multipli-

cation and division.

The used of BR algorithm is as follows. We assume

that

Zmþ1 ¼ Zl ¼ 1=Yl ðA:2Þ

and making calculations sequentially from ‘‘the tail to

the head’’,
ZðmÞ
k ¼ Rk þ 1=ðy0k þ 1=ZðmÞ

kþ1Þ; k ¼ m;m� 1; . . . ; 1:
ðA:3Þ

As the result we obtain

ZS ¼ 1=YS ¼ R1 þ ZðmÞ
1 ; ðA:4Þ

where m is the total number of the cascade elements in
CDS electrical model.
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